The gauge equivalence of the Davey-Stewartson equation and (2+1)-dimensional continuous Heisenberg ferromagnetic model

This article has been downloaded from IOPscience. Please scroll down to see the full text article.
1990 J. Phys. A: Math. Gen. 23 L473
(http://iopscience.iop.org/0305-4470/23/10/001)
View the table of contents for this issue, or go to the journal homepage for more

Download details:
IP Address: 129.252.86.83
The article was downloaded on 01/06/2010 at 08:34

Please note that terms and conditions apply.

## LETTER TO THE EDITOR

# The gauge equivalence of the Davey-Stewartson equation and (2+1)-dimensional continuous Heisenberg ferromagnetic model 

Yi Cheng, Yi-Shen Li and Guo-Xiong Tang<br>Department of Mathematics, University of Science and Technology of China. Hefei, 230026, Anhui, People's Republic of China

Received 7 December 1989


#### Abstract

The gauge equivalence between the Davey-Stewartson (DS) equation and the ( $2+1$ )-dimensional continuous Heisenberg ferromagnetic model is shown explicitly. Through the gauge transformation, solutions of the DSII are obtained from the vortex type solutions of the former equation.


In the study of $(1+1)$-dimensional nonlinear evolution equations, a well known gauge equivalence takes place between the continuous Heisenberg ferromagnet equation and the nonlinear Schrödinger equation [1].

The analogue of the first equation in $(2+1)$ dimensions has been given by Ishimori [2] and it takes the form

$$
\begin{align*}
& \boldsymbol{S}_{t}+\boldsymbol{S} \times\left(\boldsymbol{S}_{x x}+\alpha^{2} \boldsymbol{S}_{y y}\right)+\phi_{x} \boldsymbol{S}_{y}+\phi_{y} \boldsymbol{S}_{x}=0  \tag{1a}\\
& \phi_{x x}-\alpha^{2} \boldsymbol{\phi}_{y y}+2 \alpha^{2} \boldsymbol{S}\left(\boldsymbol{S}_{x} \times \boldsymbol{S}_{y y}\right)=0 \tag{1b}
\end{align*}
$$

with $\alpha^{2}=-1, \boldsymbol{S}=\boldsymbol{S}(x, y, t)=\left(s_{1}(x, y, t), s_{2}(x, y, t), s_{3}(x, y, t)\right)$ satisfying $S \cdot \boldsymbol{S}=1$, and $S_{t}=\partial S / \partial t$, etc. A $(2+1)$-dimensional analogue of the nonlinear Schrödinger equation is called the Davey-Stewartson (DS) equation, which can be obtained from the following system

$$
\begin{align*}
& \mathrm{i} q_{1}-q_{x x}-\alpha^{2} q_{y y}+2 q \psi=0 \\
& \mathrm{i} r_{1}+r_{x x}+\alpha^{2} r_{y y}-2 r \psi=0  \tag{2a}\\
& \psi_{y y}-\alpha^{2} \psi_{x x}+(q r)_{x x}+\alpha^{2}(q r)_{y y}=0 \tag{2b}
\end{align*}
$$

by letting $r=\bar{q}$, where $q=q(x, y, t)$, etc, and the 'bar' denotes the complex conjugate.
The question then arises whether the gauge equivalence can also take place between (1) and the DS equation. In [3], the positive answer to the above question has been mentioned but not explicitly given. The purpose of this letter is to show such equivalence in detail. More generally, we first construct the gauge transformation from (1) to (2). By letting $\alpha=\mathrm{i}$, it becomes the transformation from (1) with $\alpha=\mathrm{i}$ to the DSII equation (i.e. (2) with $\alpha=i$ ), therefore the vortex type solutions of (1) with $\alpha=i$, found in [2], can be transformed to solutions of Dsis. Finally, we will show that the reversible gauge transformation from Dsil to (1) with $\alpha=\mathrm{i}$ is also valid.

Let us first write down the Lax pairs of both (1) and (2); they are (see [2-4]):

$$
\begin{align*}
& L_{1}=\alpha \partial_{y}+S \partial_{x}  \tag{3a}\\
& L_{2}=\partial_{t}-2 \mathrm{i} S \partial_{x}^{2}-\left(\mathrm{i} S_{x}+\mathrm{i} \alpha S_{y} S+\alpha^{3} \phi_{x} S-\phi_{y}\right) \partial_{x} \tag{3b}
\end{align*}
$$

for (1) with

$$
S=\left(\begin{array}{cc}
s_{3} & \bar{s}  \tag{4}\\
s & -s_{3}
\end{array}\right) \quad s=s_{1}+\mathrm{i} s_{2}, S^{2}=I
$$

and

$$
\begin{align*}
& \bar{L}_{1}=\alpha \partial_{y}-\sigma_{3} \partial_{x}+Q  \tag{5a}\\
& \bar{L}_{2}=\partial_{1}+2 \mathrm{i} \sigma_{3} \partial_{x}^{2}-2 \mathrm{i} Q \partial_{x}+C \tag{5b}
\end{align*}
$$

for (2), where $\sigma_{3}$ is the Pauli matrix and

$$
\begin{align*}
& Q=\left(\begin{array}{ll}
0 & q \\
r & 0
\end{array}\right) \quad C=\left(\begin{array}{cc}
0 & q_{x}+\alpha q_{y} \\
r_{x}-\alpha r_{y} & 0
\end{array}\right)+\left(\begin{array}{ll}
a & 0 \\
0 & b
\end{array}\right)  \tag{6}\\
& (a-b)_{x}-\alpha(a+b)_{y}=2 \mathrm{i}(q r)_{x}  \tag{7a}\\
& (a+b)_{x}-\alpha(a-b)_{y}=2 \mathrm{i} \alpha(q r)_{y} . \tag{7b}
\end{align*}
$$

Therefore, (1) and (2) can be represented as $\left[L_{1}, L_{2}\right]=0$, and $\left[\bar{L}_{1}, \bar{L}_{2}\right]=0$, respectively. If there exists a gauge transformation such that

$$
\begin{equation*}
\bar{L}_{1}=T L_{1} T^{-1} \quad \bar{L}_{2}=T L_{2} T^{-1} \tag{8}
\end{equation*}
$$

then one finds that $\left[\bar{L}_{1}, \bar{L}_{2}\right]=T\left[L_{1}, L_{2}\right] T^{-1}$, which indicates the equivalence of (1) and (2). By comparing coefficients of $\partial_{x}^{i}$ on both sides of (8), such a matrix $T$ must satisfy

$$
\begin{align*}
& \sigma_{3}=-T S T^{-1}  \tag{9}\\
& Q=-\alpha T_{y} T^{-1}-T S T^{-1} T_{x} T^{-1}  \tag{10}\\
& 2 \mathrm{i} \sigma_{3}=-2 \mathrm{i} T S T^{-1}  \tag{11}\\
& 2 \mathrm{i} Q=4 \mathrm{i} \sigma_{3} T_{x} T^{-1}+T\left(\mathrm{i} S_{x}-\mathrm{i} \alpha S S_{y}+\alpha^{3} \phi_{x} S-\phi_{y}\right) T^{-1}  \tag{12}\\
& C=-T_{t} T^{-1}-2 \mathrm{i} \sigma_{3} T_{x x} T^{-1}+2 \mathrm{i} Q T_{x} T^{-1} . \tag{13}
\end{align*}
$$

Let us now consider the transformation from (1) to (2). By solving (9) and (11), the general form of $T$ is

$$
\begin{equation*}
T=\operatorname{diag}(\lambda, \mu)\left(S-\sigma_{3}\right) \tag{14}
\end{equation*}
$$

where $\lambda$ and $\mu$ are temporally arbitrary. Substitute (14) into (10); require that the right-hand side of (10) be off-diagonal; then constraints for $\lambda$ and $\mu$ appear as

$$
\begin{align*}
& \left(\frac{\lambda_{x}}{\lambda}+\frac{\bar{s}_{x} s}{2\left(1-s_{3}\right)}-\frac{s_{3 x}}{2}\right)-\alpha\left(\frac{\lambda_{y}}{\lambda}+\frac{\bar{s}_{y} s}{2\left(1-s_{3}\right)}-\frac{s_{3 y}}{2}\right)=0  \tag{15}\\
& \left(\frac{\mu_{x}}{\mu}+\frac{s_{x} \bar{s}}{2\left(1-s_{3}\right)}-\frac{s_{3 x}}{2}\right)+\alpha\left(\frac{\mu_{y}}{\mu}+\frac{s_{y} \bar{s}}{2\left(1-s_{3}\right)}-\frac{s_{3 y}}{2}\right)=0 \tag{16}
\end{align*}
$$

and $Q$ is then exactly given in terms of $S$ and $\lambda, \mu$ in the following way:

$$
\begin{align*}
& q=\frac{\lambda}{\mu}\left[\left(\frac{\bar{s} s_{3 x}}{2\left(1-s_{3}\right)}+\frac{\bar{s}_{x}}{2}\right)-\alpha\left(\frac{\bar{s} s_{3 y}}{2\left(1-s_{3}\right)}+\frac{\bar{s}_{y}}{2}\right)\right]  \tag{17a}\\
& r=\frac{\mu}{\lambda}\left[\left(\frac{s s_{3 x}}{2\left(1-s_{3}\right)}+\frac{s_{x}}{2}\right)+\alpha\left(\frac{s s_{3 y}}{2\left(1-s_{3}\right)}+\frac{s_{y}}{2}\right)\right]  \tag{17b}\\
& q r=\frac{1}{4}\left[S_{x}^{2}-\alpha^{2} S_{y}^{2}-2 \mathrm{i} \alpha S\left(S_{x} \times S_{y}\right)\right] . \tag{18}
\end{align*}
$$

Substituting $T$ into (14) and $Q$, given by (17), into (12) gives rise to additional constraints on $\lambda$ and $\mu$ and, for instance, we have

$$
\begin{equation*}
2 \mathrm{i}\left(\frac{\lambda_{x}}{\lambda}+\frac{\bar{s}_{x} s}{2\left(1-s_{3}\right)}-\frac{S_{3 x}}{2}\right)+2 \mathrm{i} \alpha\left(\frac{\lambda_{y}}{\lambda}+\frac{\bar{s}_{y} s}{2\left(1-s_{3}\right)}-\frac{s_{3 y}}{2}\right)-\alpha^{3} \phi_{x}-\phi_{y}=0 \tag{19}
\end{equation*}
$$

and a similar equation for $\mu$.
Equations (15) and (19) are equivalent to

$$
\begin{align*}
& 4 \mathrm{i}\left(\frac{\lambda_{x}}{\lambda}+\frac{\bar{s}_{x} s}{2\left(1-s_{3}\right)}-\frac{s_{3 x}}{2}\right)-\alpha^{3} \phi_{x}-\phi_{y}=0  \tag{20a}\\
& 4 \mathrm{i} \alpha\left(\frac{\lambda_{y}}{\lambda}+\frac{\overline{\bar{y}}_{y} s}{2\left(1-s_{3}\right)}-\frac{s_{3 y}}{2}\right)-\alpha^{3} \phi_{x}-\phi_{y}=0 \tag{20b}
\end{align*}
$$

and similarly, we have the equivalent constraints for $\mu$ :

$$
\begin{align*}
& -4 \mathrm{i}\left(\frac{\mu_{x}}{\mu}+\frac{s_{x} \bar{s}}{2\left(1-s_{3}\right)}-\frac{s_{3 x}}{2}\right)+\alpha^{3} \phi_{x}-\phi_{y}=0  \tag{21a}\\
& 4 \mathrm{i} \alpha\left(\frac{\mu_{y}}{\mu}+\frac{s_{y} \bar{s}}{2\left(1-s_{3}\right)}-\frac{s_{3 y}}{2}\right)+\alpha^{3} \phi_{x}-\phi_{y}=0 . \tag{21b}
\end{align*}
$$

By direct, but lengthy, calculation one finds that equation (1b) plays the role of the compatibility conditions for both (20) and (21).

For (13), we only need to check that the right-hand side matrix, still defined as $C$, has the form of (6) and (7) with $Q$ given by (17). Notice that

$$
\begin{equation*}
T_{t} T^{-1}=\operatorname{diag}\left(\frac{\lambda_{t}}{\lambda}, \frac{\mu_{t}}{\mu}\right)+\operatorname{diag}(\lambda, \mu) S_{t}\left(S-\sigma_{3}\right)^{-1} \operatorname{diag}\left(\lambda^{-1}, \mu^{-1}\right) \tag{22}
\end{equation*}
$$

Hence, substituting (1) into (22), one can check that the off-diagonal part of $C$ is $-\mathrm{i}\left(Q_{x}+\alpha \sigma_{3} Q_{y}\right)$ with $Q$ given by (17) and the diagonal entries of $C$, say $a$ and $b$, apparently depend on $\lambda_{1}$ and $\mu_{1}$. By using

$$
\begin{align*}
& \frac{\lambda_{x}}{\lambda}-\frac{\mu_{x}}{\mu}=\frac{1}{2 \mathrm{i}} \phi_{y}-\mathrm{i}\left(\frac{s_{1 x} s_{2}-s_{2 x} s_{1}}{1-s_{3}}\right)  \tag{22a}\\
& \alpha\left(\frac{\lambda_{y}}{\lambda}+\frac{\mu_{y}}{\mu}\right)=\frac{1}{2 \mathrm{i}} \phi_{y}+\alpha\left(\frac{s_{3 y}}{1-s_{3}}\right) \tag{22b}
\end{align*}
$$

obtained directly from (20) and (21), however, we find that

$$
\begin{equation*}
(a-b)_{x}-\alpha(a+b)_{y}=\frac{1}{2} i\left(S_{x}^{2}-\alpha^{2} S_{y}^{2}-2 \mathrm{i} \alpha\left(S\left(S_{x} \times S_{y}\right)\right)_{x}=2 \mathrm{i}(q r)_{x}\right. \tag{23}
\end{equation*}
$$

i.e., $a$ and $b$ satisfy ( $7 a$ ), and similarly, we can verify that $a$ and $b$ also satisfy (7b).

Therefore, we have given the gauge transformation from (1) to (2) explicitly. In particular, when $\alpha^{2}=-1$, from (20) and (21) we have $\mu=\bar{\lambda}$ and then $r=\bar{q}$ in (17); thus the gauge transformation also takes place from (1) (with $\alpha^{2}=-1$ ) to the equation of DSII.

It is known that the vortex type solutions of (1) with $\alpha=i$ are [2]

$$
\begin{equation*}
s=\frac{2 \bar{f} g}{\Delta} \quad s_{3}=\frac{f \bar{f}-g \bar{g}}{\Delta} \quad \Delta=f \bar{f}+g \bar{g} \tag{24}
\end{equation*}
$$

where $f=f(z, t), g=g(z, t), z=x+\mathrm{i} y$ and they satisfy

$$
\begin{equation*}
f_{t}+\mathrm{i} f_{z z}=g_{t}+\mathrm{i} g_{z z}=0 \tag{25}
\end{equation*}
$$

Taking $\alpha=\mathrm{i}$ and substituting (24) into (20) and (21), $\lambda$ and $\mu$ can be solved as

$$
\begin{equation*}
\lambda=\bar{g}^{-1} \quad \mu=\bar{\lambda}=g^{-1} \tag{26}
\end{equation*}
$$

thus the solutions of Dsil read

$$
\begin{equation*}
q=\frac{2}{\Delta}\left(f_{z} g-g_{z} f\right) \quad r=\bar{q} \tag{27}
\end{equation*}
$$

with $f$ and $g$ satisfying (25). For example, taking the solution of (25) in the form

$$
\begin{equation*}
g=1 \quad f=\left(z^{2}-2 \mathrm{i} t\right) \tag{28}
\end{equation*}
$$

then the solution of DSil reads

$$
\begin{equation*}
q=\frac{2 z}{(z \bar{z})^{2}+2 \mathrm{i}\left(z^{2}-\bar{z}^{2}\right) t-4 t^{2}+1} \tag{29}
\end{equation*}
$$

with $z=x+\mathrm{i} y, \bar{z}=x-\mathrm{i} y$.
To construct the gauge transformation from DSII to (1) with $\alpha=\mathrm{i}$, let us choose the unitary matrix solution of

$$
\begin{equation*}
\bar{L}_{1} T=0 \quad \bar{L}_{2} T=0 \tag{30}
\end{equation*}
$$

Then define $S$ as

$$
\begin{equation*}
S=-T^{-1} \sigma_{3} T \tag{31}
\end{equation*}
$$

i.e. $T$ satisfies (9)-(11) and (13) with $Q$ having been given. To determine $\phi$, such that (12) and (1b) are valid for the given $Q$, and $S$ in (31), we substitute (31) into (12) and using (10) and (13), we find

$$
\begin{equation*}
\mathrm{i}\left\{\sigma_{3}, T_{x} T^{-1}\right\}+\mathrm{i} \alpha \sigma_{3}\left\{\sigma_{3}, T_{y} T^{-1}\right\}-\alpha^{3} \phi_{x} \sigma_{3}-\phi_{y}=0 \tag{32}
\end{equation*}
$$

where $\{$,$\} denotes the anticommutator of two matrices. Therefore \phi_{x}, \phi_{y}$ are given by

$$
\begin{align*}
& \phi_{x}=\frac{1}{2} \mathrm{itr}\left(\alpha \sigma_{3}\left\{\sigma_{3}, T_{x} T^{-1}\right\}+\alpha^{2}\left\{\sigma_{3}, T_{y} T^{-1}\right\}\right)  \tag{33a}\\
& \phi_{y}=\frac{1}{2} \operatorname{itr}\left(\left\{\sigma_{3}, T_{x} T^{-1}\right\}+\alpha \sigma_{3}\left\{\sigma_{3}, T_{y} T^{-1}\right\}\right) . \tag{33b}
\end{align*}
$$

On the other hand, using (10), we have

$$
\begin{equation*}
Q_{x}+\alpha \sigma_{3} Q_{y}=\sigma_{3}\left(\left(T_{x} T^{-1}\right)_{x}-\alpha^{2}\left(T_{y} T^{-1}\right)_{y}\right)+\alpha\left[T_{y} T^{-1}, T_{x} T^{-1}\right] \tag{34}
\end{equation*}
$$

It immediately follows that

$$
\begin{equation*}
\operatorname{tr} \sigma_{3}\left\{\sigma_{3}, \alpha\left(\left(T_{x} T_{x}^{-1}-\alpha^{2}\left(T_{y} T^{-1}\right)_{y}\right)\right\}=0\right. \tag{35}
\end{equation*}
$$

One can easily check that the above equation is the compatibility condition of (33). Hence from (33), we have

$$
\begin{equation*}
\phi_{x x}-\alpha^{2} \phi_{y y}=\frac{1}{2} \mathrm{i} \alpha^{2} \operatorname{tr}\left\{\sigma_{3},\left[T_{x} T^{-1}, T_{y} T^{-1}\right]\right\}=0 . \tag{36}
\end{equation*}
$$

This equation can be written as

$$
\begin{equation*}
\phi_{x x}-\alpha^{2} \phi_{y y}=\mathrm{i} \alpha^{2} \operatorname{tr} S\left[S_{x}, S_{y}\right] \tag{37}
\end{equation*}
$$

with $S$ given by (31). Equation (37) is the same as ( $1 b$ ) but in a different form. Therefore, we have proved that the matrix $T$ satisfying (30) gives rise to the gauge transformation from DSII to (1) with $\alpha=\mathrm{i}$.

In summary, we constructed the gauge transformation from (1) to (2), which includes the transformation from (1) with $\alpha=\mathrm{i}$ to DSII, hence solutions of Dsil can be obtained from the vortex type solutions of (1) with $\alpha=i$ through the transformation. The reversible gauge transformation from DSil to (1) with $\alpha=\mathrm{i}$ is also valid. In this sense, the DSII equation is the gauge equivalent to (1) with $\alpha=\mathrm{i}$.
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